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Object of research of this article was application of the form of histograms of distribution of brightness 

of pixels as a sign vector for classification of images with persons. Within the task of recognition it is 
considered that to every image the unique value of a vector of signs is put in compliance. Vectors of images 
contain all information on an image striking to coding and are considered as n points – a measured 
Euclidean space. Classification of images was carried out by criterion of a minimum of distance between 
vectors. In article use of histograms of brightness of pixels in image brightness stabilizing was also 
described. Results of testing of a method by different modifications over computation of the histogram, 
results of comparing of experiments of recognition for complete and composite histograms of signs are 
given. Analyzing the received results confirm a hypothesis of use of brightness histograms as the initial 
vector of signs. In turn, comparing of two similar images in which there are little changes in separate 
insignificant elements of a scene can be based on application of the histogram of brightness in which the 
parameter of levels of samplings is picked effectively up. In completion of article the description of 
shortcomings and advantages of this method is attached. Testing was executed over a basis of images of 
the persons Olivetti Research Laboratory. 

Keywords: identification, signs of an image, recognition process, histogram of distribution of 
brightness, computing technologies. 

 
Currently, the intellectualization of data processing and analysis methods are the main baselines of 

the "fourth generation" computing technologies. All-pervasive computerization provides the development of 
new methods of zero interaction with the computer, modelling human intelligence. The main task of the next-
generation interfaces is the ability to identify objects. And one of the first tasks that contributed to the 
development of the theory of pattern recognition was the problem of recognizing a person, where a human 
face serves as the source of the physical sign. 

The concept of the theory of pattern recognition is at the core of modern information systems 
implemented by applying the latest computer technologies [1]. The most common recognition systems are 
those that analyze visual information from physical objects [2]. The current level of development of 
computing technologies makes it possible to combine both approaches to the description of images in 
recognition systems and methods involved in the recognition process. The main goal of developers working 
in this direction is the creation of an algorithm for the recognition system to determine the identity of a person 
[3]. 

As it was proved as far back as 1964 and 1965 by Woodrow Wilson Bledsoe in cooperation with Helen 
Chan, and Charles Bisson, the process of face recognition is greatly influenced by changes in the lighting, 
perspective and facial expressions, as well as biological aging. The search for a solution to this issue is 
prolonged by measuring subjective facial features, such as the distance between the eyes or the position 
and width of the nose, etc. Measurements in many tasks of machine vision are done on the brightness of the 
image, sudden drops of which often correspond to the features of the face – the outlines of the mouth, eyes, 
eyebrows and nose. 

In the areas of image processing and machine vision, an important role is played by histograms of the 
distribution of digital image brightness levels. The image is a two-dimensional function f (x, y), where x, y are 
coordinates in the plane, f amplitude at any point with the pair of coordinates (x, y) is called the intensity or 
brightness of the image color at this point. Thus, if coordinates x, y and f amplitude value take values from a 
discrete set, then we speak of a digital image [4, p 18]. 

In mathematical statistics, a histogram is viewed as a function that approximates the probability 
density of a certain distribution (for example, the distribution of pixels of a certain brightness) based on a 
sample from it. The histogram of a digital image is a graph that shows the number of pixels at each level of 
color intensity, where the intensity is the level of color concentration, that is, the predominance of one or 
another tone. The tonal range of images contains a certain number of pixels in all areas with a color depth of 
256 gradations. In the digital world, most devices operate with 8-bit images, hence 256 different states are 
encoded. 

The application of pixel brightness histograms in stabilizing the brightness of an image 
The recognition process is greatly influenced by lighting. In case of insufficient lighting, we encounter a 

narrow shifted range of pixel brightness. This is often found in dark images and in images that have pixel 
brightness overexposure. Most pixels are concentrated in one area, instead of occupying the entire range of 
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brightness values from 0 to 255. The brightness of such an image is transformed, which compensates for the 
undesirable effect. Another reason for the lighting of the image is more problematic: when an image consists 
of pixels of the darkest tones and the lightest tones, but still most of the pixels are concentrated around a 
certain brightness. 

Based on the definition of the pixel brightness histogram, it is possible to numerically estimate the 
unevenness of the lighting. And if the image has an incorrect contrast, then you can apply global brightness 
transformation to it – tonal correction. 

The image brightness transformation is described by the following function: 𝑓−ଵሺݕሻ =  where y is the ,ݔ
pixel brightness in the original image, and x is the pixel brightness after correlation. The first cause of the 
brightness of the image can be managed with the help of linear correction, where the linear stretching of the 
histogram will compensate for a narrow range of brightness. Linear correction is a transformation that 
converts the darkest pixels into black, and the lightest – into white. The image becomes more contrast when 
the histogram is "spread out". But the linear correction method is not appropriate for an image in which a 
large proportion of pixels are very dark / light, since the minimum pixel value in the image will be zero, and 
the maximum is 255. After applying the linear correction, we get the same image itself. In this case, it is 
necessary to use nonlinear correction of brightness values: gamma correction, logarithmic correction. 

However, there are types of images for which linear or nonlinear transformation of brightness ranges 
is not always effective. First of all, this concerns images, the brightness gradations of which occupy the 
maximum possible range, and the brightness range of potentially informative image areas is a small part of 
the range. For such images, it is recommended to apply the method of piecewise linear or piecewise 
nonlinear transformations of brightness ranges. [5] 

Calculation of the histogram of the distribution of pixel brightness values  
In finding the similarity between images, the form of a histogram is important. The peculiarity of the 

form is that if the original image is rotated on the plane by any angle or is scaled on any of the axes, the form 
remains the same. The number of sampling levels is determined by the BIN parameter. The BIN parameter 
splits the histogram into x-intervals, in every j-th element of which the number of pixels belonging to the 
specified interval with a certain brightness is counted. The element j of the histogram H(j) is constructed from 
the sum of the number of pixels having a corresponding brightness with values j = 0, 1, ... 255. 

The calculation of the brightness characteristics is carried out as follows: 
ሻݔሺܪ  =  ∑ ݔ                  ,ሺ݆ሻܪ = ͳ, ʹ, … 𝑁.ቀ𝑥ܫܤ 2ఱల𝐵𝐼𝑁ቁ−ଵ௝=ሺ𝑥−ଵሻ2ఱల𝐵𝐼𝑁    (1) 

 
Figure 1 shows the pixel brightness range that make up the image. The BIN parameter, as mentioned 

earlier, is intended for dividing the distributed information into j columns. The height of the column is 
characterized by the number of pixels that fall in the corresponding interval. In the first peak of the function, 
the main pixels forming the background of the image are concentrated. The width of the tonal range also 
depends on the uniformity of the background. At the maximum peak formed at the end of the histogram, the 
pixels related to the object of the study (face) are concentrated. The main brightness of which is fixed at the 
point of a limited maximum. The height of brightness distribution function depends on the uniformity of the 
color intensity of the object. A small fraction of pixels scattered in the middle of the histogram is formed by 
the presence of noise. 

 

 
 
Figure 1 - a) the original face image, b) the calculated histogram of the brightness distribution 
 
Figure 2 shows the identification of test image №10 of the first class from Olivetti Research Laboratory 

(ORL) test base. The procedure for identifying image №10 is based on finding the minimum distance 
between histograms of standards of all classes, which are represented in the form of column vectors. As a 
result, each class of face images is associated with a set of vectors - columns of images. In this case, the 
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attribute space is divided into regions corresponding to classes, which are called clusters [6]. As a result of 
all stages of cluster analysis, clusters of "similar" images are created. As a function of distance of image 
vectors interpreted as points in Euclidean space, we can use the following Euclidean metric [7]: 

 dሺx,yሻ= ‖x-y‖= ‖y-x‖=[ሺxଵ-yଵሻଶ+…+ሺx୬-y୬ሻଶ]ଵ/ଶ    (2) 

 
In the Matlab system, this metric can be described as follows: 
ሺ݆ሻܶܵܫܦ  = 𝑠𝑢݉ ቀܾܽ𝑠(ܪ𝑄ܨ − :ሺܧܵܣܤ , ݆ሻ)ቁ, 

 
where HQF is the histogram of the brightness distribution of the test image, BASE is an array 

consisting of histograms of the standards of each class. 
 

 
 
Figure 2 - a) image №10, 1 class, b) histogram of the reference image №1 1 class; c) the distance of 

the test image (image №10, 1 class) from the images stored in the base of standards of all classes 
Testing the method of image recognition by matching the forms of the pixel brightness values 

distribution histogram  
 
Testing was carried out on the basis of images of ORL faces, the parameters of which were given in 

the article [8]. 
As a result of testing, the highest recognition result (RR) is 64%, for a given amount of the standard L 

= 1 in each class, with a sampling rate of BIN = 32; the highest RR is 72%, for the given L = 3 with the BIN 
parameter = 128; at the given L = 5 the highest result is 92.5%. Recognition gave a test with the parameter 
of BIN = 256. 

It can be said that the obtained attribute vectors differ from the primary ones (see Table 1) due to 
different sampling of the distribution of pixels composing the image. Accordingly, the value of the minimum 
distance between vectors also changes, and the recognition result undergoes a change. In tasks for 
recognizing images with faces, the BIN value is selected from 8 to 64 [9, p 206.]. 

 
Table 1. Dependence of the recognition result for 40 classes on the number of standards and 

levels of histogram sampling 
 

Number of 
standards in 
the class 

Number of reference / test 
images in the database BIN 

BIN Recognition result, % 

1 40/360 

16 58.3333 % 

32 64.1667 % 

64 60.8333 % 

128 60.8333 % 

256 61.1111 % 

3 120/280 

16 69.6429 % 

32 71.0714 % 

64 71.0714 % 

128 72.1429 % 

256 71.4286 % 

5 200/200 

16 91 % 

32 90.5 % 

64 91.5 % 
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128 92 % 

256 92.5 % 

 
Another feature of recognizing the forms of image histograms is that the histograms of two 

semantically different images can be similar. The method is based on the representation of source images 
as a collection of rows and columns. The method does not require a preliminary reduction of sizes of original 
images, it is not iterative and is directly realized in two directions of coordinates – namely, by rows and 
columns of the original image. [10] 

To be certain that the face is represented in the image, we can calculate the characteristic vector for 
the entire histogram of the whole image (M×N) and compare the resulting vector with the attribute vector for 
the composite histogram (M/2×N, M/2+1×N). If the value of the minimum distance of two histograms 
(composite and full) coincides, it means that the images represent the same person. Thus, it can be 
assumed that the method of comparing the form of the obtained histograms of brightness has semantic 
segmentation. 

Histograms of the upper and lower half of the face horizontally are calculated by dividing the lines in 
half (see Fig. 3). Next, histograms of pixel brightness values for each half are calculated, after which the 
histograms obtained are connected to each other in the order of the halves, and a complete histogram of the 
original image is obtained. 

 
 
Figure 3 - Forms of two histograms of the upper and lower half of the face image 
 
Testing for full and composite histograms showed the best quality of recognition. Table 2 shows the 

following data: the BIN value, recognition results for full and composite methods, the percentage 
improvement of recognition result using the method of calculating the histogram of the upper and lower half 
of the face image in relation to the recognition result of the forms of the complete histogram. The test was 
conducted with the ORL database for 40 classes, consisting of 10 images, which were divided randomly into 
5 test and 5 reference images. 

 
Table 2. Comparison of recognition results for the full and composite histograms of attributes 
 
 
 
 
 

Based on the improvement in recognition percentages presented in the third column of Table 2, the 
attribute extraction method based on the construction of composite histograms has better recognition quality 
indicators. 

Conclusion 

BIN Recognition results, % Recognition improvement, 
% Full  Composite  

16 90 % 96 % 6 % 

32 91 % 98 % 7 % 

64 92 % 97 % 5 % 

128 92 % 97 % 5 % 

256 93 % 97 % 4 % 
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Histograms of the distribution of brightness levels are the transformation of an image into a 
multidimensional attribute vector, by means of which it is possible to compare images based on distance 
functions. We can say that the belonging of the vector of the test image to a specific class is determined by 
the fact that this vector is closer to the vectors of images of this class. 

Thus, pixel brightness histogram forms are good attributes for comparing images, since they have 
resistance to small deformations, such as rotation and scaling of the image. The advantage of the method of 
recognition with the help of histograms is the simplicity of calculations. The disadvantage of the method: if 
two structurally or texturally identical images have different brightness, the image data forms will be different, 
since the histogram calculates the brightness distribution of pixels. Therefore, there are distortions of the 
cyclic shift and additional distortions at the boundaries of the histograms. This fact excludes the possibility of 
using this method in recognition processes in uncontrolled lighting conditions. 
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ɍȾɄ 004.3 
 

ȻȿɋɉɊɈȼɈȾɇȺə ɋȼəɁɖ ɉɅȺɌ ARDUINO ɉɈɋɊȿȾɋɌȼɈɆ ɆɈȾɍɅə NRF24L01 
 

Ⱥɦɚɧɠɨɥ Ɇ. Ʉ. – 4 ɤɭɪɫ, ɫɩɟɰɢɚɥɶɧɨɫɬɢ ɂɧɮɨɪɦɚɬɢɤɚ, ɮɚɤɭɥɶɬɟɬ ɂɧɮɨɪɦɚɰɢɨɧɧɵɯ 
Ɍɟɯɧɨɥɨɝɢɣ, ɄȽɍ ɢɦ. Ⱥ. Ȼɚɣɬɭɪɫɵɧɨɜɚ, ɝ. Ʉɨɫɬɚɧɚɣ 

ɇɚɭɱɧɵɣ ɪɭɤɨɜɨɞɢɬɟɥɶ: ɀɚɪɥɵɤɚɫɨɜ Ȼ. ɀ. ɋɬɚɪɲɢɣ ɩɪɟɩɨɞɚɜɚɬɟɥɶ ɤɚɮɟɞɪɵ 
ɢɧɮɨɪɦɚɬɢɤɢ, Ɇɚɝɢɫɬɪ ɟɫɬɟɫɬɜɟɧɧɵɯ ɧɚɭɤ, ɄȽɍ ɢɦɟɧɢ Ⱥ.Ȼɚɣɬɭɪɫɵɧɨɜɚ 

 
Ⱥɧɧɨɬɚɰɢɹ: ȼ ɞɚɧɧɨɣ ɫɬɚɬɶɟ ɪɚɫɫɦɨɬɪɟɧɚ ɜɨɡɦɨɠɧɨɫɬɶ ɛɟɫɩɪɨɜɨɞɧɨɝɨ ɫɨɟɞɢɧɟɧɢɹ ɞɜɭɯ ɢ 

ɛɨɥɟɟ ɩɥɚɬ Arduino ɩɨɫɪɟɞɫɬɜɨɦ ɦɨɞɭɥɹ NRF24L01. ɋɨɟɞɢɧɟɧɧɵɟ, ɬɚɤɢɦ ɦɨɞɭɥɟɦ ɩɥɚɬɵ Arduino, 
ɦɨɝɭɬ ɩɟɪɟɞɚɜɚɬɶ ɞɪɭɝ ɞɪɭɝɭ ɞɚɧɧɵɟ. ɂ, ɢɫɯɨɞɹ ɢɡ ɷɬɨɝɨ ɦɨɠɧɨ ɭɩɪɚɜɥɹɬɶ ɩɥɚɬɨɣ Arduino ɩɪɢ 
ɩɨɦɨɳɢ ɞɪɭɝɨɣ ɩɥɚɬɵ Arduino ɧɚ ɪɚɫɫɬɨɹɧɢɢ. 

 
ɇɚɥɢɱɢɟ ɞɜɭɯ ɢɥɢ ɧɟɫɤɨɥɶɤɢɯ ɩɥɚɬ Arduino, ɤɨɬɨɪɵɟ ɛɵɥɢ ɛɵ ɜ ɫɨɫɬɨɹɧɢɢ ɨɬɩɪɚɜɥɹɬɶ ɞɪɭɝ 

ɞɪɭɝɭ ɞɚɧɧɵɟ ɩɨ ɛɟɫɩɪɨɜɨɞɧɨɣ ɫɟɬɢ ɧɚ ɪɚɫɫɬɨɹɧɢɢ, ɨɬɤɪɵɜɚɟɬ ɦɧɨɠɟɫɬɜɨ ɜɨɡɦɨɠɧɨɫɬɟɣ: 
 Ⱦɢɫɬɚɧɰɢɨɧɧɵɟ ɞɚɬɱɢɤɢ ɬɟɦɩɟɪɚɬɭɪɵ, ɞɚɜɥɟɧɢɹ, ɚɜɚɪɢɣɧɵɯ ɫɢɝɧɚɥɨɜ ɢ ɦɧɨɝɨɟ ɞɪɭɝɨɟ; 
 ɍɩɪɚɜɥɟɧɢɟ ɪɨɛɨɬɨɦ ɢ ɦɨɧɢɬɨɪɢɧɝ ɧɚ ɪɚɫɫɬɨɹɧɢɹ; 
 Ⱦɢɫɬɚɧɰɢɨɧɧɨɟ ɭɩɪɚɜɥɟɧɢɟ ɢ ɦɨɧɢɬɨɪɢɧɝ ɫɨɫɟɞɧɢɯ ɡɞɚɧɢɣ; 
 Ⱥɜɬɨɧɨɦɧɵɟ ɬɪɚɧɫɩɨɪɬɧɵɟ ɫɪɟɞɫɬɜɚ ɜɫɟɯ ɜɢɞɨɜ. 
Ɋɚɫɫɦɨɬɪɢɦ ɩɨɞɪɨɛɧɟɟ Wi-Fi ɦɨɞɭɥɶ NRF24L01, ɫɚɦ ɦɨɞɭɥɶ ɩɨɤɚɡɚɧ ɧɚ ɪɢɫɭɧɤɟ 1. Ɉɧ 

ɢɫɩɨɥɶɡɭɟɬ ɩɨɥɨɫɭ 2,4 ȽȽɰ ɢ ɦɨɠɟɬ ɪɚɛɨɬɚɬɶ ɫɨ ɫɤɨɪɨɫɬɶɸ ɩɟɪɟɞɚɱɢ ɞɚɧɧɵɯ ɨɬ 250 ɤɛɢɬ / ɫ ɞɨ 2 Ɇɛɢɬ / 
ɫ [1,ɫ.2]. ɉɪɢ ɢɫɩɨɥɶɡɨɜɚɧɢɢ ɧɚ ɨɬɤɪɵɬɨɦ ɩɪɨɫɬɪɚɧɫɬɜɟ ɢ ɫ ɦɟɧɶɲɟɣ ɫɤɨɪɨɫɬɶɸ ɩɟɪɟɞɚɱɢ ɟɝɨ 
ɞɚɥɶɧɨɫɬɶ ɦɨɠɟɬ ɞɨɫɬɢɝɚɬɶ ɨɤɨɥɨ 700 ɦɟɬɪɨɜ. 



ɋɈȾȿɊɀȺɇɂȿ 

459 

 

ȽȺɅɂȿȼȺ Ɋ.  
ɌɍɊȿɀȺɇɈȼ ɋ.ɍ. 

ȽȿɇȿɁɂɋ ɌȿɈɊɂɂ ɍɋɌɈɃɑɂȼɈȽɈ ɊȺɁȼɂɌɂə: ɌȿɈɊȿɌɂɄɈ-

ɆȿɌɈȾɈɅɈȽɂɑȿɋɄɂɃ ȺɋɉȿɄɌ……………………………………………… 

 

 

167 

ȽȺɅɂȿȼȺ Ɋ.  
ɌɍɊȿɀȺɇɈȼ ɋ.ɍ. 

ɈɋɈȻȿɇɇɈɋɌɂ ɉȿɊȿɏɈȾȺ ɄȺɁȺɏɋɌȺɇȺ Ʉ ɆɈȾȿɅɂ ɍɋɌɈɃɑɂȼɈȽɈ 
ɊȺɁȼɂɌɂə.......................................................................... 

 

 

171 

ɏȺɆɁɂɇȺ Ƚ.ȿ.  
ɇȺɍɊɁȻȺȿȼ Ȼ.Ɍ. 

ȽɈɋɍȾȺɊɋɌȼȿɇɇȺə ɉɈȾȾȿɊɀɄȺ ȺȽɊȺɊɇɈȽɈ ɋȿɄɌɈɊȺ ȼ 
ɊȿɋɉɍȻɅɂɄȿ ɄȺɁȺɏɋɌȺɇ........................................................................... 

 

 

177 

ɒȺɌɂɅɈȼȺ Ʌ.Ⱥ. 
ȿɊɆɈɒ ȿ.ȼ. 

ɂɋɉɈɅɖɁɈȼȺɇɂȿ ɆȿɌɈȾȺ «ȾɂɊȿɄɌ-ɄɈɋɌɂɇȽ» ȼ ɍɉɊȺȼɅȿɇɂɂ 
ɁȺɌɊȺɌȺɆɂ ɂ ɂɋɑɂɋɅȿɇɂɂ ɋȿȻȿɋɌɈɂɆɈɋɌɂ ɉɊɈȾɍɄɐɂɂ 
ɆəɋɇɈȽɈ ɋɄɈɌɈȼɈȾɋɌȼȺ…………………………………………………… 

 

 

 

181 

ɌȺȽɅȿɇɈȼȺ ɀ.Ⱥ.  
ȻȺɃɁȺɄɈȼȺ Ƚ.Ƚ. 

ɉɊɈȻɅȿɆɕ ɊȺɁȼɂɌɂə ȼɇȿɒɇȿɗɄɈɇɈɆɂɑȿɋɄɂɏ ɋȼəɁȿɃ ɂ 
ɁȺɓɂɌɕ ɇȺɐɂɈɇȺɅɖɇɈȽɈ ɊɕɇɄȺ ɊȿɋɉɍȻɅɂɄɂ ɄȺɁȺɏɋɌȺɇ......... 

 

 

185 

ɈɋɉȺɇɈȼ ɀ. ɊȺɁȼɂɌɂȿ ɂ ɗɎɎȿɄɌɂȼɇɈɋɌɖ ɎɂɄɋɂɊɈȼȺɇɇɈɃ ɋȼəɁɂ ȼ 
ɋɈȼɊȿɆȿɇɇɈɆ ɄȺɁȺɏɋɌȺɇȿ.................................................................... 

 

 

187 

ɋекция 4. ɎɂɁɂɄɈ-ɆȺɌȿɆȺɌɂɑȿɋɄɂȿ ɂ ɂɇɎɈɊɆȺɐɂɈɇɇɕȿ ɇȺɍɄɂ 

 

AIMBETOVA D. T.  

MUSLIMOVA A. Z. 

USING PIXEL BRIGHTNESS HISTOGRAMS IN THE RECOGNITION 

PROCESS......................................................................................................... 

 

 

192 

ȺɆȺɇɀɈɅ Ɇ. Ʉ.  
ɀȺɊɅɕɄȺɋɈȼ Ȼ. ɀ. 

ȻȿɋɉɊɈȼɈȾɇȺə ɋȼəɁɖ ɉɅȺɌ ARDUINO ɉɈɋɊȿȾɋɌȼɈɆ ɆɈȾɍɅə 
NRF24L01.......................................................................................................... 

 

 

196 

ȻȿɄȻɈɋɕɇɈȼȺ Ƚ.ȿ. 
ɂȼȺɇɈȼȺ ɂ.ȼ.  

 

ɈɐȿɇɄȺ ɉɊɈɂɁȼɈȾɋɌȼȿɇɇɕɏ ɊɂɋɄɈȼ ɄȺɄ ɆȿɌɈȾ ɍɉɊȺȼɅȿɇɂə 
ȻȿɁɈɉȺɋɇɈɋɌɖɘ......................................................................................... 

 

 

199 

ȽɂɇɈɅɅȺ Ɍ.Ⱥ. 
ɕɋɆȺȽɍɅ Ɋ.ɋ. 

ɆɈɇɈɌɈɇȾɕ ȼȺɊɂȺɇɌȺ.............................................................................. 

 

 

205 

ȾɀɍɆȺȽɍɅɈȼ Ⱥ. Ȼ.  
ɋȺɌɆȺȽȺɇȻȿɌɈȼȺ ɀ.Ɂ. 

ȺɇȺɅɂɁ ɏȺɊȺɄɌȿɊɇɕɏ ɈɋɈȻȿɇɇɈɋɌȿɃ ȺɊɏɂɌȿɄɌɍɊɕ ɋɂɋɌȿɆɕ 
ɍɉɊȺȼɅȿɇɂə «ɍɆɇɕɃ ȾɈɆ»..................................................................... 

 

 

208 

ȾȺȼɅȿɌɄȺɅɂȿȼȺ Ⱥ.Ʉ.  
ȻȿɊȾȿɇɈȼȺ Ƚ.ɀ.   

ɆȺɌȿɆȺɌɂɄȺȾȺɇ ɋɌȺɇȾȺɊɌɌɕ ȿɆȿɋ ȿɋȿɉɌȿɊ – ɈҚɍɒɕɅȺɊȾɕҢ  
ɒɕҒȺɊɆȺɒɕɅɕҚ     ҚȺȻІɅȿɌɌȿɊІɇ ȾȺɆɕɌɍ ҚҰɊȺɅɕ............................ 

  

 

211 

ȿɎɂɆɈȼȺ ɘ.ȼ.  
ȼȺɅȿȿȼȺ Ɋ.Ⱥ. 

ɋɌɂɆɍɅɂɊɈȼȺɇɂȿ ɋȺɆɈɊȺɁȼɂɌɂə ɂɇɎɈɊɆȺɐɂɈɇɇɈ-

ɄɈɆɆɍɇɂɄȺɐɂɈɇɇɈɃ ɄɈɆɉȿɌȿɇɌɇɈɋɌɂ ɋɌɍȾȿɇɌɈȼ ȼ ɊȺɆɄȺɏ 
ɉɊɈȽɊȺɆɆɇɕɏ ȾɂɋɐɂɉɅɂɇ ɌȿɏɇɂɑȿɋɄɈȽɈ ȼɍɁȺ.............................. 

 

 

 

215 

ɀȺɄȺɒȿȼ Ɍ.Ɍ.  
ɂɋɆȺɂɅɈȼ Ⱥ.Ɉ. 

ɋɈɁȾȺɇɂȿ ȺɉɉɅȿɌɈȼ ɋ ɂɋɉɈɅɖɁɈȼȺɇɂȿɆ ȽɊȺɎɂɑȿɋɄɈɃ 
ȻɂȻɅɂɈɌȿɄɂ AWT.......................................................................................... 

 

 

217 

ɀȺɄɋȺɅɕɄ ȿ. 
ɋȺɉȺȻȿɄɈȼ ȿ. 
ȻȿȽȺɅɂɇ Ⱥ.ɒ.  
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ȺȻȾɍɅɅɂɇȺ Ⱥ.Ƚ. 
ɂȼȺɇɈȼȺ ɂ.ȼ. 

ȺɇȺɅɂɁ ɉȿɊɋɉȿɄɌɂȼ ɊȺɁȼɂɌɂə ɆɈȻɂɅɖɇɈȽɈ ɈȻɍɑȿɇɂə ȼ 
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ɂɋɆɍɊȺɌɈȼȺ Ⱥ.Ɇ.  
ɋȺɅɕɄɈȼȺ Ɉ.ɋ. 

ɈɉɌɂɆɂɁȺɐɂə ɋȺɃɌɈȼ ɗɅȿɄɌɊɈɇɇɈɃ ɄɈɆɆȿɊɐɂɂ, 

ɊȺɁɊȺȻɈɌȺɇɇɕɏ ɉɊɂ ɂɋɉɈɅɖɁɈȼȺɇɂɂ ɋɂɋɌȿɆ ɍɉɊȺȼɅȿɇɂə 
ɄɈɇɌȿɇɌɈɆ..................................................................................................... 
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ɄȺɅɂȿȼȺ Ⱥ.Ȼ.  
ɇɍɊɉȿɂɋɈȼȺ ɀ.ɋ. 

ҚɈɋɌȺɇȺɃ ҚȺɅȺɋɕɇȾȺ ɂɇɌȿɊɇȿɌ-ȻȺɇɄɂɇȽɌІ ҚɈɅȾȺɇɍȾȿҢȽȿɃІɇ 
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